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Near-Optimal Design of Safe Output Feedback
Controllers from Noisy Data

Luca Furieri, Baiwei Guo*, Andrea Martin* and Giancarlo Ferrari-Trecate

Abstract— As we transition towards the deployment of
data-driven controllers for black-box cyberphysical sys-
tems, complying with hard safety constraints becomes a
primary concern. Two key aspects should be addressed
when input-output data are corrupted by noise: how much
uncertainty can one tolerate without compromising safety,
and to what extent is the control performance affected?
By focusing on finite-horizon constrained linear-quadratic
problems, we provide an answer to these questions in
terms of the model mismatch incurred during a preliminary
identification phase. We propose a control design proce-
dure based on a quasiconvex relaxation of the original
robust problem and we prove that, if the uncertainty is suf-
ficiently small, the synthesized controller is safe and near-
optimal, in the sense that the suboptimality gap increases
linearly with the model mismatch level. Since the proposed
method is independent of the specific identification proce-
dure, our analysis holds in combination with state-of-the-
art behavioral estimators beyond standard least-squares.
The main theoretical results are validated by numerical
experiments.

Index Terms— Data-driven control, Learning-Based Con-
trol, Linear Systems, Optimal Control, Robust control.

[. INTRODUCTION

Many safety-critical engineering systems that play a crucial
role in our modern society are becoming too complex to
be accurately modeled through white-box state-space models
[1]. As a consequence, most contemporary control approaches
envision unknown black-box systems for which a safe and
optimal behavior must be attained by solely relying on a col-
lection of system’s output trajectories in response to different
inputs.

Controllers for unknown systems can be designed according
to two paradigms. Model-based methods follow a two-step
procedure: first, data are exploited to identify the system
parameters, and then a suitable controller is computed for the
estimated model. On the other hand, model-free methods aim
at directly learning an optimal control policy, without explic-
itly reconstructing an internal representation of the dynamical
system. For a description of advantages and limitations of both
approaches, we refer to [2], among recent surveys.
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Given the intricacy of deriving rigorous suboptimality
and sample-complexity bounds, most recent model-based and
model-free approaches have focused on basic Linear Quadratic
Regulator (LQR) and Linear Quadratic Gaussian (LQG) con-
trol problems as suitable benchmarks to establish how machine
learning can be interfaced to the continuous action spaces
typical of control [3]-[9]. For complex control tasks, it is more
challenging to perform a thorough probabilistic analysis. Re-
cent advances include [10], [11] for constrained and distributed
LQR control with direct state measurements, respectively, and
[12] for distributed output-feedback LQG.

Model-based methods may pose a difficulty when it comes
to accurately identifying the state-space model of a large-
scale system; this is the case, for instance, for complex
networked systems such as the power grid, brain and traffic
networks [1]. A promising data-driven approach that aims at
bypassing a parametric state-space description of the system
dynamics, while still being conceptually simple to implement
for the users, hinges on the behavioral framework [13]. This
approach has gained renewed interest with the introduction of
Data-EnablEd Predictive Control (DeePC) [14]-[16], which
established that constrained output reference tracking can
be effectively tackled in a Model-Predictive-Control (MPC)
fashion by plugging adequately generated data into a convex
optimization problem. The work [17] introduces data-driven
formulations for some controller design tasks, and [18] derives
stability guarantees for closed-loop control.

In many scenarios, however, exact data are not available.
For instance, data can be corrupted by measurement noise or
even by malicious attacks intended at fatally compromising
the safety [19], the quality, and the reliability of the syn-
thesized control policies. It is therefore essential that data-
driven controllers are endowed with robustness guarantees.
While some approaches have been suggested in the behavioral
framework, e.g. [15], [20]-[22], it remains fairly unexplored
how much noise-corrupted data affect the performance and
the safety of data-driven control systems. Recently, [23], [24]
have derived suboptimality [24] and sample-complexity [23]
bounds for LQR through direct behavioral formulations based
on 1) Linear Matrix Inequalities (LMI) and 2) the System
Level Synthesis (SLS) approach, respectively. A limitation is
that the internal system states must be measured, which is un-
realistic for several large-scale systems [1]. Furthermore, while
[24] proves that for low-enough noise a high-performing and
robustly stabilizing controller can be found, the corresponding
suboptimality growth rate is not explicitly derived. To address
these open points, [25] has formulated a Behavioral Input-
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Output Parametrization (BIOP) of linear control policies which
makes it possible to derive noise-dependent suboptimality
analysis for output-feedback LQG, solely based on a non-
parametric estimation of the system open-loop responses. The
BIOP can exploit any system identification technique such as
the least-square methods of [5], [26] or behavioral maximum-
likelihood (ML) estimation [21], [27]. In order to deploy these
systems in real-world scenarios, it is however important to
include safety guarantees in the analysis. All the mentioned
works [5], [23]-[25] do not include such safety requirements.

A. Contributions

We propose a method for designing safe and near-optimal
output-feedback control policies for linear systems in finite-
horizon. Our approach is solely based on noisy data, and we
explicitly characterize the growth rate of the suboptimality as
a function of the mismatch between the true and estimated
system. First, we develop a new relaxed optimization problem
that guarantees safety while robustly accounting for noise-
corrupted data. Second, we show that the incurred level of
suboptimality converges to zero approximately as a linear
function of the model mismatch incurred during a preliminary
identification phase. Hence, upon using a consistent system
estimator, the proposed controller is near-optimal in the limit
of available data growing to infinity. The corresponding anal-
ysis differs from that of [5], [25], in that a feasible solution
to the proposed optimization problem must be characterized
analytically while taking the safety constraints into account.
In addition to dealing with constraints in an output-feedback
setup — which is the main novelty with respect to [5], [25]
and [10] — the effect of the uncertain initial condition x
must be explicitly tracked in the cost. Indeed, [5] assumed
that g = 0 thanks to the considered infinite-horizon setting.
On a more general level, our analysis has been inspired
by [10], which combined robust control tools with classical
identification techniques to ensure safety of unknown systems
with suboptimality guarantees when states are fully observed.
As we only have access to noisy output measurements, we
exploit an input-output representation of the plant and ana-
lyze four different closed-loop responses to understand how
process and output measurement noises impact safety and
performance. Suboptimality with respect to the best model-
based open-loop control input has very recently been analyzed
in [28] as a function of the noise-level. Instead, in the present
paper we analyze the suboptimality brought about by closed-
loop policies. In particular, we show a linear growth rate
of the suboptimality in terms of the model mismatch level
as compared to the ground-truth constrained output-feedback
controller.

A preliminary version of this work has recently appeared
in the 60" IEEE Conference on Decision and Control [25].
Differently from [25], this paper includes safety constraints
in the analysis, thus addressing a novel and independent set
of challenges and results. Furthermore, this work includes
all the technical proofs. Last, new numerical experiments
are developed to consider safety constraints and to explicitly
include the estimation procedure of [21].
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B. Paper structure

Assuming knowledge of the underlying dynamics, Section II
reviews the optimal control problem of interest and its model-
based solution. Section III treats the case where we only have
access to noisy input and output data; we propose an optimal
control problem that ensures safety against bounded model
mismatches, and discuss its numerical implementation. Sec-
tion IV quantifies the suboptimality incurred by our synthesis
procedure as a function of the model mismatch. We present
numerical experiments in Section V and conclude the paper
in Section VL.

C. Notation

We use R and N to denote the sets of real numbers and
non-negative integers, respectively. We use I,, to denote the
identity matrix of size n X n and 0,,x, to denote the zero
matrix of size m x n. We write x = vec(zy,...,oy) € RV"
to denote the vector obtained by stacking together the vectors

Z1,...,xn € R®, and M = blkdiag(Mq, ..., My) to denote
a block-diagonal matrix with My,... My € R™*™ on its
diagonal block entries. For M = [M] M]T,]T we
define the block-Toeplitz matrix

M1 Omxn Omxn

M2 Ml Omxn

Toep,,», (M) = | . . . .
My My_y ... M

More concisely, we will write Toep(-) when the dimensions
of the blocks are clear from the context. The Kronecker
product between M € R™*™ and P € RP*? is denoted as
M ® P € R™P*™_ For a vector v € R™ and a matrix A €
R™*™ we denote as [|v]|,,, [|A]|,. their standard p-norm and
induced p-norms, respectively. For a row vector x € R'*"we
define ||z||]7 = >°i—, |=;|. The Frobenius norm of a matrix
M e R™*™ is denoted by || M| = +/Trace(MTM). For
a symmetric matrix M, we write M > 0 or M > 0 if it is
positive definite or positive semidefinite, respectively. We say
that x ~ D(u,X) if the random variable x € R"™ follows
a distribution with mean p € R™ and covariance matrix
YeR™™M Y »0.

A finite-horizon trajectory of length 7' is a sequence
w(0),w(1),...,w(T — 1) with w(t) € R™ for every t =
0,1,...,7 — 1, which can be compactly written as

wio,r—1] = [w(0) wT(1) wh(T - 1)}1— cR"T.

When the value of T is clear from the context, we will omit
the subscript [0, 7'—1]. For a finite-horizon trajectory wyp 71
we also define the Hankel matrix of depth L as

w(0) w(1) w(T — L)
w(1) w(2) w(T—L+1)
Hie(wp,r-1) = : :
w(L—-1) w(L) w(T—1)

Il. PROBLEM STATEMENT: THE MODEL-BASED CASE

In this section, we review safe output-feedback controller
synthesis when the system model is known. We consider a
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discrete-time linear system with output observations, whose
state-space representation is given by

x(t+ 1) = Az(t) + Bu(t), y(t) =Cz(t)+ov(t), (1)

where x(t) € R™ is the state of the system and z(0) = z( for a
predefined zyp € R™, u(t) € R™ is the control input, y(¢) € RP
is the observed output, and v(¢) € R? denotes measurement
noise v(t) ~ D(0,%,), with £, = 0. The system is controlled
through a time-varying, dynamic affine control policy

t

u(t) = Z K py(k) + g +w(t), 2)
k=0

where K, ; and g; are the linear and affine parts of the

policy, respectively, and w(t) € R™ denotes noise on the input

w(t) ~ D(0,%,,) with ¥,, = 0, which acts as process noise.

Furthermore, we assume that the noise is bounded with

Hw”oo < Weo ”vHoo < Voo s

where Weo, Voo > 0. We consider the problem of synthesizing
a feedback control policy that minimizes the expected value
with respect to the disturbances of a quadratic objective
defined over future input-output trajectories of length IV € N:

N—1
J? :=FEy, lz (y(®)TQuy(t) + u®) T Reu(t)) | . (3)
t=0
where Q); = 0 and R; > O for every t =0,...,N — 1.
The problem is made more challenging by the requirement

that inputs and outputs satisfy the safety constraints

u(t)
where I'; is a nonempty polytope for every t =0,..., N —1
defined as

Iy ={(y,u) € (R",R™)| Fly <bl, Flu<b,},

)
with F} € R**P, F € R**™ and b,b!, € R® for every
t=20,...,N — 1. Despite (3) being convex in the input and
output trajectories and I'; being polytopic, we highlight that
minimizing (3) subject to (1), (2) and (4) is a non-convex
problem in the control policy parameters K;j and g;. We
refer the interested reader to [30]-[34] for classical and recent
methods to overcome the non-convexity problem. For the rest
of the paper, we assume that there exists a control input (2)
that complies with (4) for all possible realizations of w(t) and
u(t).

Remark 1: In this work, we analyze a finite-horizon control
problem, which represents one iteration of a receding-horizon
MPC implementation. It is therefore appropriate to compare
the proposed approach with a single iteration of open-loop
prediction approaches, such as the DeePC [14], [18]. The
main difference is that we perform closed-loop predictions,
i.e., we optimize over feedback policies 7(-) such that u(t) =

[y(t)] €T, CRP™  Wt=0,... N—1, (4

The more general model z(t+ 1) = Ax(t) + Bu(t) +w(t) would make
the cost function depend on a specific realization A, B explicitly [29, Chapter
3]. Instead, the adopted noise model ensures that the cost only depends on
the covariance matrix X, and the coordinate-free parameter G, thus making
our theoretical bounds meaningful in a data-driven input-output setting.

i . © 2022 IEEE. Personal use is
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w(y(t),...,y(0)), while the DeePC [14], [18] performs open-
loop predictions, i.e., it directly optimizes over input sequences
u(0),u(1),uw(N — 1). It is well-known that closed-loop pre-
dictions are less conservative. Indeed, by setting K, = 0
in (2) the closed-loop policy reduces to an open-loop one.
Most notably, closed-loop policies may preserve feasibility
for significantly longer prediction horizons [35]. Naturally, the
price to pay is an increased computational burden due to the
larger dimensionality of the problem.

A. Convex design through the IOP

By leveraging tools offered by the framework of the Input-
Output Parametrization’> (IOP) [34], one can formulate a
convex optimization problem that computes the optimal safe
feedback control policy by searching over the input-output
closed-loop responses. The state-space equations (1) provide
the following relations between trajectories

(6)
(7

Xjo,n—1] = Pa(:,0)x0 +Ppup n_1,
Yion-1 = Cxpon—1] + Vjo,N-1] 5
where P 4(:,0) denotes the first block-column of P4 and

Py,=(I-ZA)™', Pg=(I-ZA)"'ZB,

C = IN ® C 7 = Oan(Nfl) Oan
’ Inyv—1y  On(v—1)xn

A few comments on the used notation are in order. First,
the matrix Z is the block-downshift operator. Second, from
now on we denote G = CPp to highlight that G is a
block-Toeplitz matrix containing the first N components of the
impulse response of the plant G(z) = C(z] — A)~1B. Last,
the matrix CP 4(:, 0) contains the entries of the observability
matrix CA? for i = 0,..., N — 1. We denote the model-based
free response of the system as yg = CP 4(:,0)x. The control
policy can be rewritten as:

up n-1] = Kyjon-1]+8+Won_1], (3)
where K and g are defined as:
KO,O 0’m><p Omxp 90
Kny-10 Kn-11 Ky_1,nN-1 gN-1
9)

The safety constraints (4)-(5) take the form

Voo Svoo, Wl Sw P79l o Svoos Wl oo S
with F, = blkdiag(Fy, ..., FN 1), by =vec(b), ..., b)),
F, = blkdiag(F?, ..., FEN=1), b, = vec(b?,...,bN~1), and

max(-) to be intended row-wise. By plugging the controller
(8) into (6)-(7), it is easy to derive the relationships

R S e N Y

[ w
2Similar to [32], [33], the IOP [34] yields a convex representation of input-
output closed-loop responses. It is also numerically stable for the case of
infinite-horizon stable plants and for finite-horizon control problems [36].
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4
where erality4, we let q = g = Onmx1, that is, we focus on
& 5, (I-GK)~! (I-GK)~1'G linear C(.)ntrol policies.. We are ready to establish a convex
d= (I>yy q)y =Kl - GK)-' ([ -KG-! | (12) formulation of the optimal control problem under study.
vy uu (= ) s ) Proposition 2: Consider the LTI system (1). The linear
and q = (I — KG)'g = ®,,g The parameters control policy that achieves the minimum of the cost functional

(®yy, Pyu, Puy, o), where &, € RVNPXNP B €
IRNPXN’”,@W € RNmXNp and &, € RVN™*XNm  represent
the four closed-loop responses defining the relationship be-
tween disturbances and input-output signals, while q € RY™
represents the affine part of the disturbance-feedback control
policy [32], [37]. To achieve a convex reformulation of the
control problem under consideration, it is not hard to extend
the IOP from [34] to account for the safety constraints (10) in a
convex way. The result is summarized in the next proposition,
whose proof is reported in Appendix B for completeness.
Proposition 1: Consider the LTI system (1) evolving under
the control policy (8) within a horizon of length N &€ N. Then:

i) For any control policy (K, g) that complies with the safety
constraints, there exist four matrices (®yy, Pyu, Puy, Puw)
and a vector q such that K = &,,®,!, g = ®,,q, and
forall j=1,...,sN,

-G 0
(o, 71T
LZ ((Fy’J@yy))T} +F, ;(Ga+ ®y,y0) <by;, (14)
oo Y, T yu 1
0o Fu (pu T i
LZ ((F ' y))T] + Fuj(d+ ®uyyo) < by, (15)
e’} u,j *uu 1

®,,, P, Py, Py, with causal sparsities 3 , (16)
where F, ; € RN F, . € RY™N™ and b, ;, b, ; € R are
the j-th row of F, F, and b,, by, respectively.

i) For any four matrices (®y,, Py, Puy, Pyy) complying
with (13)-(16) and any vector g € R™¥, the matrix K =
<I>uy‘I>;y1 is causal as per (9) and it yields the closed-loop
responses (P, Pyy, Puy, Puw). Moreover, the affine policy
(K, g) with g = ®_,'q complies with the safety constraints.

We remark that the IOP is well-suited to a data-driven
output-feedback setup, as all affine control policies are directly
parametrized through the impulse response parameters G,
without requiring an internal state-space representation. This
is useful for two reasons. First, when dealing with unknown
systems, the state-space parameters (A, B, C, xg) can only be
estimated up to an unknown change of variable, which may
be problematic for defining the cost and the noise statistics
[38]. Second, several large-scale systems feature a very large
number of states, but a comparably small number of inputs
and outputs, that is n >> max(m,p). In such applications,
it is advantageous to bypass a state-space representation and
directly deal with G, whose dimensions do not depend on n.

From now on, to simplify the expressions appearing
throughout the next sections and without any loss of gen-

3Specifically, they have the block lower-triangular sparsities resulting as
per the expressions (12), the sparsity of K in (9) and that of G.
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(3) is given by K = @uytb?;;, where @, ®,, are optimal

solutions to the following convex optimization problem:

2
Q olfe,, @.l[= o o
subject to (13) — (16),

where Q = blkdiag(Qo, ..., Qn-1), R =
blkdiag(Ro, ..., Ry—1), Xy = IN @ 2y, Xy = Iy Q@ Xy
and where (14)-(15) are evaluated at q = 0.

Proof: We refer to Proposition 2 of [25] for a complete
derivation of the cost function. To conclude the proof, it
suffices to notice that the objective function and the safety
constraints (14)-(15) are convex in P. [ |

min

it a7

When the system parameters (A, B,C,x) are known, a
globally optimal solution (®; &y, ,®7, , ®;,) for prob-
lem (17) can be efficiently computed with off-the-shelf solvers.
The corresponding globally optimal and safe control policy is

_ —1
then recovered as K* = @7 (®y )~

The rest of the paper contains our main contributions.
Specifically, we address the following two questions:

Q1) How can we compute a safe control policy with perfor-
mance close to that of K*, solely based on libraries of
noisy input-output trajectories?

How steeply does the suboptimality grow with respect to
K* as the noise increases?

Q2)

I11. THE DATA-DRIVEN CASE: ROBUSTLY SAFE
CONTROLLER SYNTHESIS FROM NOISY DATA

We answer question Q1) by developing a method to syn-
thesize near-optimal safe controllers from noisy data. The
main result of this section is an optimization problem based
on the IOP that tightly approximates the optimal and safe
control policy, despite the fact that the noise-corrupted data
only yield approximate estimates of the system impulse and
free response. We conclude by offering novel insights on its
properties and its numerical implementation based on convex
optimization.

A. From noise-corrupted data to doubly-robust optimal
control
From now on, the dynamics matrices (A, B,C) and the
initial state zo are unknown. Instead, only the following data
are available:
D1 A noisy system trajectory {y"(t),u" ()}, , recorded
offline during an experiment.

4One can redefine § = [1 yT]T, v=11 VT]T’ C — |:01>(<:Nni|’

K = [g K] and ® as per (12) with G and K in place of G and K,
respectively. Minor modifications to (14)-(15) are needed as well.
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D2 The cost matrices @, R;, the matrices ¥,,, >,,, the safety =~ where the set of doubly-robust closed-loop responses IT is

sets I';, and the bounded sets W = {w| ||w]|__ < wso} ~ .

oo — II={®| (200—- (2 =1,...,sN, V(A
and V = {v| |[v|] < vs} where disturbances live. {®] 20— @3, vj o8N, V(A &) € £},
Our approach exploits the noisy data in D1 to compute with

approximate system responses G and yo in a preliminary ~1= -G _]o
identification step. We work under the following assumption. [I *G] ® = [I O] , @ I | |1’ (20)

Assumption 1: Let A = G — G and §y = yo — yo. There
eXist €2 G, €o0,G5 €2,y €oo,y > 0 such that,

Al <ea,  [doll, < ey,

1Al < €, (100l < €ooyy -

Note that, in practice, a meaningful bound on J, is only
available if A is stable or the time-horizon is sufficiently
short. Let us define e = max(esg,€2,) and e, =
max(€oo, ¢, €cc,y). Assumption 1 can be fulfilled using differ-
ent methods over the available data D1; for instance, one may
utilize standard least-squares identification that comes with
probabilistic and non-asymptotic error bounds [26], [39], or
more sophisticated stochastic estimators based on behavioral
theory such as maximum-likelihood predictors [21], which
also come with quantifiable error bounds [40]. Our results
are independent of the choice of the identification scheme. A
discussion as to how recent behavioral approaches can be used
for identification is reported in Appendix A. These estimators
will be used in the numerical examples in Section V.

After condensing the effect of noise-corrupted data into
model mismatch parameters A, dy, we formulate a doubly-
robust control problem, that is, a problem where we enforce
constraint satisfaction for 1) all possible model mismatches
(A, dp), and 2) all possible disturbances sequences w € W
and v € V. In particular, define 8 = (A, §p, w,v) and let

y(K,0) =30 + 6 + (G + A)u(K, 0) + v,
u(K,0) = Ky(K,0) +w,

be the closed-loop trajectories associated with a specific con-
troller K and disturbance and mismatch realizations 8. Further,
define the set of doubly-robust controllers as:

K ={Kin )| (y(K,0),u(K,0)) €T, Y0 € ExWxV},

with £ = {(A, do)[ [[All, < e, [[00ll, < €. ¥p € {2,00}},
F=TgxIyx---xT'y_1, and assume that /C is not empty.
Then, the doubly-robust problem of interest takes the form

Vi, [y(K.0)Ty (K.60) +u(K.0)Tu(K,0)]
(18)

where we have selected the weights Q, R, ¥, 3, to
be identity matrices with appropriate dimensions. The same
assumption is used in the rest of the paper, in order to facilitate
the derivations. However, we note that all our results can be
easily adapted to non-identity weights. Next, we observe that
the doubly-robust optimization problem admits an equivalent
formulation in terms of the closed-loop response parameters.

Proposition 3: Letting ®,, = ®,, (I — AD,,) L By, =
?yy(G +AA)7 Puy = Puy(l — APyy) ™!, Buw = (I -
®,,A)"'®,,, the optimization problem (18) is equivalent to

(I)yy Qy“
q)uy q’uu

min max
Ke (A,80)€E

I 0 ?04‘(50

0 I 0 , (19)

F

min  max
PcIl (AvJO)eg

i . © 2022 IEEE. Personal use is
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T
woo (Fy@40)" |||
Voo (Fuuj®uy)" .
’ +(Fy ;P +90g) <b,,;, (22
Woo (Fu,jq)uu)T } (Fu,j®uy) (Yot+d0) < by (22)
‘iyy,@yu,&’uy,@w with causal sparsities. (23)

The proof of Proposition 3 can be found in Appendix C. We
remark that the closed-loop responses ® appearing in (19),
(21) and (22) are associated with the frue impulse response,
whereas the closed-loop responses ® appearing in (20) and
(23) are associated with the estimated impulse response. This
is because, while we are interested in minimizing the cost and
satisfying the safety constraints for the real system, we can
only parametrize the closed-loop responses for the identified
system.

The robust optimization problem (19) is non-convex in the
cost and in the constraints because @ is a nonlinear function
of the matrix variables ® and A. Therefore, it is challenging
to find a feasible solution, let alone the optimal one. We note
that, for the case of open-loop control policies, one may use
constraint-tightening approaches such as those of [41], [42].
In this work, we propose an analysis that compares feedback
control policies. Specifically, we derive suboptimality guaran-
tees with respect to the optimal model-based linear feedback
policy as a function of the model mismatch level.

B. Proposed relaxation for safe controller synthesis

Our first main result is to derive a relaxation of the in-
tractable problem (19) that we can solve in practice. Our
proposed approach is to 1) upper bound the cost function,
and 2) tighten the safety constraints with more tractable
expressions. In Section IV we will explicitly quantify the
suboptimality incurred by these approximations. At its core,
this methodology is inspired by that developed in [10] for the
state-feedback case without measurement noise. However, the
addition of output-feedback and measurement noise leads to
new terms both in the cost and the safety constraints that are
more challenging to analyze.

The following two lemmas establish the basis for our
relaxation. Let J(G,K) = /Ew  [yTy + uTu] denote the
square root of the cost in (3). Lemma 1 provides the new
expression which upper bounds J(G,K) and Lemma 2 pro-
vides a tightened form of the safety constraints. Their rather
lengthy technical proof is reported in the Appendices D and
E, respectively.

Lemma 1: Let ® denote the closed-loop responses obtained

by applying K to G. Further assume that H‘I'uy H < v, where
2
v €[0,e5"). Then, we have

Jus
1 — ey

J(G,K) < (24)
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6

where

JUB :H \/1+h(€2777 a)+h(62777 ?0)i’yy i\)yu 6'9:‘/?0 ,
vV 1+ h(527 Y §O)<I>uy Pyu <I>uy§0 F

and h(e,7,Y) = €2+ Y[2)* + 2| Y[, 2+ [ Y])-

Lemma 1 exploits the upper bound H;I\)uy , < to establish
an explicit relationship between J(G, K), the cost obtained by
applying a controller K to the real system G, and J (@, K),
the cost obtained by applying the same controller to the
estimated system G. To see this, notice that (24) can be
equivalently rewritten as

(G K+ |8y 3 (h(e2, 7, G+

J(G,K) <
1—e¢
) 27 )
+h(e2,7,50)) + | Buy [} hle2, 7, 50) )
. (29
1 —e€ay

The expression (25) upper bounds the gap between .J (G,K)
and J(G, K) as a quantity that increases with e, and with the
norm of G,yg, ®. We note that a similar result has appeared
in [5, Proposition 3.2]. However, Lemma 1 additionally takes
into account how an uncertain #(0) affects the cost through
the free response yo. We now derive a tightened - yet more
tractable - expression for the safety constraints (21)-(22).

< 7, where 7 € [0,e}).
o0 ~

Then, if for all j = 1,...,sN the closed-loop responses ®
satisfy the tightened safety constraints

Lemma 2: Assume H&)“y ‘

~ ~

F15(®) + f2,,(®) + f,(®) < by ;, (26)
f15(®) + f5,5(®) + f6.(P) < by, (27
where
~ * ~ *
~ Voo HFyyj‘I)yy L ~ Voo ‘ Fuj®uy
(P) = —————— L (P = 1
fus(@®) = = (@)=
_ T -
~ Fy i ®yu
P@ =] A
|- 1—600700 (Fy,jq’yy) 11
- o J
5,9 = Weo T a ~ T )
0L (£, .,
L B 1

f3,(®) = Fy j®yyYo + GooHFy,j@y

(147 ]Yoll
Y1l 1 — €T ’
(14T ]Yoll
1 1 — €ooT ’
then @ satisfies the safety constraints (21)-(22) for all

(A, 60) e€&.
Lemma 2 exploits the upper bound H'I’uyH

fo.i(®) = Fuy®uyo + 600’ Fuj®uy

< 7T to

quantify the worst-case effect of the disturbances in increasing
the values of the inputs and the outputs. In our setup, similar to
[10], the feasible set shrinks in the presence of larger impulse
and free response estimation error €.,. This is because (26)-
(27) are more restrictive, and will eventually become infeasible
for sufficiently large eo,. Instead, the effect of increasing

i . © 2022 IEEE. Personal use is
Authorized licensed use limited to: ETH EIBLIOTHEK

the value of 7 is less intuitive. Indeed, as 7 increases, the
constraint H@uy < 7 softens while (26)-(27) tighten. It is
therefore necessa&o to explicitly optimize over 7. We are now
ready to establish a relaxation of problem (19).

Theorem 1: Consider the following optimization problem:

1
min min JuB (28)
76[0,651),TE[076;1) 1-— €Y &
subject to (20), (23),
|, <70 [Bu] <7 @
26)—27), Vj=1,...,8N,

where Jyp is defined in Lemma 1. Then, (28) has the
following properties:
i) upon fixing any specific values for v € [0, €, ') and 7 €

[0,€e-t), the optimization problem is convex in P,

i7) all of its feasible solutions yield a controller K =

@uy&{;} complying with the safety constraints (14)-(15)

for the real system,

197) its minimal cost upper bounds that of (18).

Proof: Lemma 1 shows that the cost of (28) upper bounds
J(G,K) = J(G,®,,®,,) for every feasible K. Lemma 2
shows that (26)-(27) imply the doubl/}i—robu/s\t co/r\lstraints 21)-
(22) for all (A,dy) € €. Hence, K = <I>uy<I>;y1 complies
with safety constraints (14)-(15) for the real system. When
~ and 7 are fixed, it Aremains to optimize over ®. The cost
function is convex in ® and so are the constraints of the inner
optimization problem. [ ]

Theorem 1 shows that problem (19), which is non-convex
in its matrix variables, can be approximated as the problem
of solving a convex optimization problem> for each choice of
the scalar variables v and 7. The e-dependent suboptimality
introduced by such an approximation will be quantified in the
next section. The global optimum of (28) is thus determined
by exhaustive search over the box (7,7) € [0,e; ) x [0,e}),
for instance through gridding, random search [43] or bisection
[44]. Gridding over (7,~) and solving a convex optimization
problem each time may significantly increase the computa-
tional burden if we are interested in determining a near-optimal
solution with very low tolerance. Similarly to [5], in the next
proposition we show that the inner cost function in problem
(28) can be made independent of ~ by introducing a parameter
a € R that acts as an upper bound to ~. As a result, the overall
cost becomes quasiconvex® in 7, and the globally optimal
~*(7) for each fixed 7 can be found efficiently through golden-
section search [46].

Proposition 4: Fix a € [0,¢; ") and consider the following
optimization problem

. 1 . o« (2
ve[o,aﬁlél[o,e;ol)l — €27 mén JUB((I)) 30)
(20), (23), (26), (27), (29)

subject to

3Specifically, a semidefinite program (SDP) due to the presence of quadratic
|l constraints.

A function f : R® — R is quasiconvex if and only if f(6x1 + (1 —
0)x2) < max(f(z1), f(z2)) for every z1,z2 € R™ and every 0 € [0, 1].
We refer to [45] for a comprehensive discussion.
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TABLE [: Convexity properties for the proposed
reformulations.

QCin~v | QCin (r,y) | C for fixed (vy,7)
(28) X X v
(30) v X v
Vi=1,...,8N,

where Jg (@) is defined as

\/1+h(€27a7a)+h(62aaay\0)$yy :I;yu (/ﬁyy§0
14 h(e2, o, ¥0)Puy @, PuYo

F

Then, the statements ), #¢) and #ii) of Theorem 1 hold.
Furthermore

1v) The cost function of problem (30) is quasiconvex in .
Proof: Since v < a, a < 651, and h(e,vy,-) is a
monotonically increasing function of ~, then the inequality
(24) in Lemma 1 continues to hold when putting « in place
of v inside the h(-) functions. The constraints of (28) are
unaffected. Hence, i), i¢) and i) of Theorem 1 continue to
hold. It remains to prove iv). Let us fix any value for 7. First,
notice that Jfj ;(®) is a convex function of ® and does not
depend on +, and that the feasible set of the inner minimization
in problem (30) is convex. Denote as g(~y) the optimal value of
the inner optimization problem. We are left with minimizing
the functional % over . We know that g(v) is convex in 7
because it is obtained as the partial minimization of a convex
functional over a convex set [47], and that (1 —eo7y) is concave
in . Since the ratio of a non-negative convex function and a
positive concave function is quasiconvex, we conclude that the
cost of problem (30) is quasiconvex in 7. [ |

In [5], the idea of using the parameter o was relying on
a lemma from [48]. Here, we have derived an alternative
self-contained proof that holds also for the case z¢ # 0. In
summary, for a fixed o < €5 !, for every 7 gridding the interval
[0, ex!] and for ~y chosen according to golden-search, we solve
the corresponding instance of the inner optimization problem
in (30), which is convex in ®. We also note that an infinite-
horizon version of problem (30) can be established by adding
a tail variable and adopting a finite-horizon approximation of
stable transfer functions similar to [10].

Last, one may wonder whether the cost function of prob-
lem (30) is jointly quasiconvex in v and 7, as conjectured in
[10]. Here, we clarify that this may not be the case, even for
the state-feedback framework of [10]. For instance, similar
to the constraints (26)-(27) and those of [10], consider the
function s : R? — R defined as s(z,y) = (llyli). Fixing
21 =1,2,=0,y1 = —3,y2 = %, one can verify that

0
s(0z1 + (1 — 0)xo,0y1 + (1 — 0)y2) = 10.5 — 0|m ,

is not quasiconvex for 6 € [0, 1]. Based on this reasoning, the
cost of problem (30), and similarly the objective (2.3) in [10],
may not be quasiconvex in 7. Hence, exhaustive search over 7
remains the only solution in general. Table I summarizes the
convexity properties of (28) and (30).

i . © 2022 IEEE. Personal use is
Authorized licensed use limited to: ETH EIBLIOTHEK

C. Safe exploration

In many applications, it is desirable not only that the control
policy synthesized from data is safe, but also that the system
operates safely during the data-collection phase. In our setup,
this amounts to requiring that the available trajectories D1
verify (4). Similar to [10], we now clarify that safe data can
be collected exploiting the feasible space of the optimization
problem (28) as a corollary of Theorem 1. R

More in details, assume that rough estimates G.., ¥, are
given with possibly large errors e, and €2 ,. Note that it
is inherently impossible to guarantee safe exploration unless
some prior information is available. Consider now an explo-
ration signal 7(t) such that ||7(t)|| ., < 7 for every t € Z
and define W, = Woo + Noo. Let K, = :I\)uyrf/f';ylr be any
feasible solution to the instance of the optimization problem
(28) where we use Wy in place of ws. Then, by Theorem 1,
the control policy

u=K,y+n+w,

can be applied to the real system during the exploration phase
to generate safe trajectories.

IV. SUBOPTIMALITY ANALYSIS

In this section, we tackle question Q2) in Section II about
performance degradation as a function of the level of model-
mismatch due to noisy data. We denote as K*, ®* the op-
timal controller for the real constrained problem (17) and
corresponding closed-loop responses. Similarly, we denote as
K*, ®* the optimal controller for the optimization problem
(30) and corresponding closed-loop responses. Further, we let
J* = J(G,K*) and J = J(G,K*). We aim to characterize

the relative suboptimality gap JZJ_*{*2 , and specifically we will
show that

J? — J*? .

? S O (62) + S(Eoo, 62) ,

where S(eo,€2) = S(€x)(1+O(e2)). Here, S(es) quantifies
the suboptimality incurred by tightening the constraints and is
such that S(0) = 0. We prove that if e; and e, are small
enough and the optimal controller K* does not activate the
safety constraints, then S(e,,) = 0 and the suboptimality
shrinks to O linearly fast as es converges to 0. Otherwise, the
gap may decrease according to S(es ), for which we provide
a numerical plot in Section V. In other words, for small
estimation errors €2 and €., applying controller K* (which
is solely computed from noisy data) to the real plant achieves
almost optimal closed-loop performance while guaranteeing
compliance with safety constraints. Surprisingly, despite the
additional complexity of output-feedback and output noise, our
bound matches the scaling with respect to € = max(ez, €xo)
that has been derived in [10] for the state-feedback case
without measurement noise.

To prove the above statements, we first characterize a
feasible solution to problem (30), which we later exploit to
establish our suboptimality bound. The proof of Lemma 3 and
Theorem 2 is reported in the Appendices F and G, respectively.
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Lemma 3 (Feasible solution): Let n = €s ||<I’zy’|2 and ( =
€00 H‘I’ZyHoo' Assume that the estimation errors are small
enough to guarantee 1 < % and ¢ < %, and select a €
[ﬂﬁin), ¢;'). Consider the following optimization prob-
lem and its optimal solutions ®°:

D,

B, 3D

7=l
I I’
[Buylly < |15y [l > 1Puylle < [|®5, 1],
$1,5(®) + ¢2,;(®) + ¢3,;(®) < by ;, (32)
G4, (@) + ¢5,5(®) + ¢6,;(®) < by ;, (33)
Vi=1,...,sN,

Dy, Pyu, Puy, Puu with causal sparsities .

®yy¥0
(I)uyyo

®° € argmin H [i’yy
P q)uy F

subject to [I —G] P = [I O] , P [

where
Voo ||ijq)yy||* Voo ||Fu-j(I)Uy||*
X @ — ; 1 . @ — P 1
‘blu( ) 17_2< ) ¢4,J( ) 1-2¢ )
(Fy,j'I’yu)T
$2,5(®) = Woo || | e +¢||G]| Tl >
2 1—2¢ = (Fyyj‘pyy) 1
T
65.4(®) = w [ i
5,9 = Woo e t(||G T ’
2—15 = (Fu,jPuy) 1
~ €co T C | ?0” *
$3,5(®) = Fyj Py, yo + 2ﬁ 1Fyi®yylly
o €0+ (¥l
$6.(®) = Fu,jPuyyo + QW [ Buyll] -

Then, the following expressions

®,, = 0, (I+AP,) !, B, =, ([+ADS ) (G-A),

B, = @ (I+ AP, D, =+ 5 A)1DE
V21 -_ <

e(l—mn)’ €o(1=0)’

provide a feasible solution to problem (30).

v = (34)

The main idea behind Lemma 3 is to construct a feasible
solution to problem (30) from the set of closed-loop responses
generated applying a cautious ground-truth optimal controller
K= &®¢ (¢, )" on the estimated system G. In the absence
of safety constraints, such a feasible solution could directly be
established from the ground-truth optimal policy K* similar
to [5]. In the constrained case, however, one cannot expect
the optimal solution K* to be feasible for G in (30) since
(26)-(27) are more stringent than (14)-(15). Hence, in (31) we
first compute K¢ i’iy(égy)_l as the optimal linear policy
for the real system G under safety constraints that are more
stringent than those of (30), and subsequently define ® as the
closed-loop responses generated applying K¢ to G. In this
way, ® is guaranteed to be feasible for (30), provided that the
model mismatch is sufficiently small.

Clearly, the optimal solution K¢ = ®¢ (®¢ )~" to (31)
will yield a suboptimal cost J(G,K°) > J(G,K*). We

i . © 2022 IEEE. Personal use is
Authorized licensed use limited to: ETH EIBLIOTHEK

ermitted, but republication/redistribution requires IEEE permission. See htt] s://www.ieee.o;qu
URICH. Downloaded on March 21,2023 at 00:10:31 UTC from |

denote the corresponding suboptimality gap as

J(G,K)? - J(G,K*)?

Sen) - JGKY —J(@GK)
J(G, K*)?

Note that, if the estimation error €., is too large, the optimiza-
tion problem (31) may become infeasible. This is expected as
the uncertainty level might be incompatible with the required
safety. On the other hand, if the optimal solution to the non-
noisy problem (17) does not activate the safety constraints,
then the constraints of (31) remain inactive for small enough
€0o- In such case we have that S(ex) = 0.

We are now ready to state the main suboptimality result.

Theorem 2: Let 1) = e ||®}, ||, and ¢ = e ||B7, || . As-
sume that the estimation errors are small enough to guarantee

Land ¢ < 1, and select a € [ﬂﬁﬁ”@;yHQ}

(35)

n<s 5>
Moreover, assume that €., is small enough for the optimiza-
tion problem (31) to be feasible. Then, when applying the
controller K* optimizing (28) to the true plant G, the relative
error with respect to the true optimal cost is upper bounded
as

j2 _ J*2
T S 200+ A+ V) + S (e ) (14 M+ V)
=0 (e (14 |®71,) 1+ 161 + lIvall,)?) +
+4S(exo)(1+ M+ VE), (36)
where
M = h(es, o, a) + h(e2, a,50) + h(ea, ||(I)7cin2 ,G)

+ h(€27 (ﬁinz 7y0) )
Vc == h(€2, 0&,?0) + h(€27 (P'Z,yHQ 5y0) °

We have expressed the suboptimality gap in the form (36)
to highlight the presence of two main parts; the first addend
scales as O (62 <1 + H‘I’ZyHQ) 1+ G|, + ||YOH2)2) and
the second addend S(ex)(1 + M¢ + V¢) is linked to the
suboptimality of the tightened optimization program (31).
The most important observation is that the suboptimality
decreases at most linearly with €2 when max (eg, €5,) is small
enough. A linear suboptimality rate in the output-feedback
case has first been observed for the unconstrained setup of
[5]. Recovering a similar suboptimality rate for the general
case with constraints is one of the main novelties of our
work. Indeed, despite recovering an upper bound that scales
similarly to [5], the corresponding analysis in Appendix G is
significantly complicated by the fact that the feasible solution
used in [5] cannot be exploited anymore. Hence, one might
expect that the suboptimality rate will worsen with respect
to the unconstrained case of [5]. Theorem 2 shows, however,
that the bound does not deteriorate for small-enough model
mismatch levels. Turning our attention to the term S(ex),
we observe through examples (cfr. Figure 1b) that S(eoo)
sharply transitions from 0 to oo as €4, increases. In practice,
this example suggests that S(e,) might be interpreted as an
indicator function; if S(ex) & 0, then €., is small enough for
the linear suboptimality rate to hold.

Our suboptimality bound (36) indicates features of the
underlying unknown system that make it easier to be safely
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controlled based on noisy data. Notably, the suboptimality
grows quadratically with the norm of the true impulse and
free responses. This fact implies that an unknown unstable
system will be more difficult to control for a long horizon.
Last, we note that, surprisingly, our rate in terms of e matches
that of [10] which was valid under the assumption of exact
state measurements. In other words, our analysis shows that
near-optimality can be ensured in complex data-driven control
scenarios that combine hard safety requirements with noisy
output measurements.

V. NUMERICAL EXPERIMENTS

In this section, we demonstrate numerically the effectiveness
of the proposed framework in safely controlling unknown sys-
tems. In the experiments, we consider the single-input single-
output unknown LTI system characterized by the matrices

AZPF 0.25}73:{0]’ c=[1 -],

0 1 0.1 37)

where p > 0 corresponds to the spectral radius of A. When
p < 1, (37) is asymptotically stable, that is, its output
converges to the origin at an exponential rate when the input
is equal to 0. When p = 1, (37) is a marginally stable double-
integrator system.

In all the following tests, the cost function is given by (3)
for appropriate choices of the weights. The expectation in (3)
is taken over future input/output disturbances with covariance
matrices Y,, = I,, and X, = I,. We consider bounded
disturbances between —1 and 1, that is, w., = Vs, = 1. Hence,
each scalar disturbance is randomly chosen from {—1,1}
with probability % For solving optimization problems we use
MOSEK [49], called through MATLAB via YALMIP [5077.

A. Example: safe controller synthesis from noisy data

In our first test, we synthesize a safe output-feedback
controller for system (37) with p = 1 from noisy data.
We assume that zp = z(1) = [6 O]T, where we set the
initial time at ¢ = 1 rather than ¢ = 0 for compliance with
MATLAB'’s indexing of vector entries.

The safety constraints are: y(1) € R and

Vt=12,...,12,
vi=1,...,11,

—5.5 <y(t) <5.5,
—100 < u(t) <100,

for all realizations of noise ||[W||so, ||[V]|co < 1, while mini-
mizing the cost (3) with the weights Q and R in (17) set to
the identity.

We first synthesize the optimal controller assuming that the
available data are not affected by noise. To this end, we cast
and solve the convex optimization problem (40). We verify that
the optimal controller K* yields a cost J(G,K*) = 69.88.
The green tubes in Figure la show the regions containing
50 realizations of the optimal closed-loop input and output

trajectories. Due to the high level of noise, we can observe

"The code is open-source and available at https://gitlab.
nccr-automation.ch/data-driven-control-epfl/
constrained-biop. This example takes a few minutes overall to
run.

i . © 2022 IEEE. Personal use is
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a significant variability in the trajectory values for different
noise realizations. Nonetheless, all trajectories are safe.

We then discuss the case where the available data are
affected by noise. In order for the tightened constraints of
(30) to be feasible, we consider noisy estimates (G, y,) with
€ = 0.01 and compute a near-optimal solution to the proposed
optimization problem (28). As discussed in Section III-B, this
can be achieved by 1) extensive or random search over v and
T, or 2) extensive search over 7 and golden-section search over
v. Even if the first solution comes without strong theoretical
guarantees, extensive search over v and 7 may be simpler to
implement as it avoids the delicate task of tuning the parameter
a. Specifically, for this example we have searched over 100
randomly extracted values of v and 7 in the interval [0, e 1).
A potential improvement to this heuristic could be to use a
bisection algorithm, as proposed in [44] for example.

Proceeding as above, we synthesize a robustly safe con-
troller K* yielding a cost of J(G,K*) = 140.54. The corre-
sponding suboptimality gap is < 25;52 = 3.049. In Figure la,
the trajectories and variability levels resulting from K* for 50
nAoise realizations are plotted in blue. We observe that, since
K* is synthesized using noise-corrupted data, it leads to safer,
but more conservative trajectories. Indeed, due to uncertainty,
higher control effort is spent to keep the output further from
the constraints.

It is informative to inspect the robust suboptimality gap
S(€xo) incurred by the tightened optimization problem (31)
that we have used in the analysis to characterize a feasible
solution to (30). In Figure 1b, we plot S(en,) assuming
zg = 2(1) = [1 O]T and requiring —3 < y(t) < 3 for
t = 1,...,7. The example exhibits a fast transition from
infeasibility for €., > 0.118 to near-optimality for €., <
0.115. This fact leads to the following observation: high-
performing safe controllers can be synthesized by solving (30)
even when the optimization problem (31) is infeasible, i.e.
S(€xo) = 0. In such cases the suboptimality bound (36) is not
applicable, but a robustly safe controller has been synthesized
nonetheless. This phenomenon is consistent with the numerical
examples of [10] for the state-feedback case.

B. Example: suboptimality scaling beyond least-squares
estimation

The bound (36) in Theorem 2 states that a low estimation
error level € is crucial in ensuring safety and near-optimality
when controlling unknown systems based on noisy data. One
advantage of the proposed formulation is that it is directly
compatible with behavioral estimation approaches beyond LS
identification for the reconstruction of the impulse and free
responses, such as data-enabled Kalman filtering [20] and
SMM [21], [27]. In our last test, we drop the constraints for
both the input and the outputs thus putting our focus on 1)
validating the linear scaling of the suboptimality gap (36), and
2) showcasing that, for instance, SMM-based estimation [27]
may lead to significantly lower error levels given the same
amount of data. We consider the system (37) with different
values of p € [0.9,0.93,0.96,0.99,1] and 2o = =z(1) =
6 O]T, over a time-horizon of length N = 11. The cost
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Fig. 1: Safe controller synthesis for system (37).
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(a) Estimation error in function of the corrupting noise. ML
estimation through the SMM yields significantly smaller errors
than LS. The green and blue regions indicate the gap for the
2-norm and oco-norm, respectively.

Fig. 2: Examples for estimation and suboptimality scaling.

function weights in (17) are selected as Q(t) = I, for every
t =1,...,11, Q(12) = 20I, and R(t) = 0.05 for every
t=1,...,1L

1) Behavioral estimation: LS vs SMM : For a fixed value
of p, we gather system trajectories of length 200 time-steps
which are corrupted by input and output Gaussian noise with
covariance matrices equal to ol. For each experiment, we fix
the variance 0 > 0 and select a random exploration control
input u. We collect 1000 different trajectories for different
realizations of the corrupting noise. For each realization of
the trajectories, we compute 1) the LS solution (GLs,grs)
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(b) Suboptimality gap as a function of €2 (obtained through
SMM estimation) for increasing values of the spectral radius p
of matrix A (on the left). Suboptimality gap as a function of p
for increasing values of o (on the right).

using (41) and the corresponding impulse and free responses
Grs,¥o,rs, and 2) the ML solution (Gar,gar) using
(42)-(43) and the corresponding impulse and free responses
G, Yo, mr- For each estimation, we determine the incurred
error levels €2 ¢, €00, €2, and € 5. Last, we record the 90-
th percentile of these values, both for SMM and LS estimation.

In Figure 2a we compare the values of e; and €., incurred
by both estimation techniques. We observe that SMM may
yield significantly smaller estimation errors than LS identi-

8Since the real system is unavailable, in practice this can be done using a
bootstrap procedure.
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fication. While a full sample-complexity analysis is still un-
available beyond least-squares [3], [23], [26], these examples
showcase an advantage in using more sophisticated estimation
techniques for safe data-driven control.

2) Suboptimality scaling: Having exploited ML estimation
to construct approximate impulse and free responses and
the corresponding error-levels, we are ready to solve the
optimization problem (30). Since constraints are not present
in this example, (30) can be simplified to the quasiconvex
formulation we have proposed in [25], where the optimization
variable 7 is not present. The parameter « is tuned empirically
in the interval o« € [\/552(1”7—7;)7 ;)0

Figure 2b shows the suboptimality gap one incurs by apply-
ing the controller K* obtained through the proposed approach.
On the left, we consider increasing levels of the estimation
error level e; for each choice of the spectral radius p =
0.9,0.99,1. On the right, we conversely consider increasing
levels of the spectral radius for each choice of the estimation
error level €;. In both cases, we plot the suboptimality gap
%. It can be observed that, consistently with Theorem 2,
1) the gap linearly converges to 0 as ez converges to 0, and 2)
the gap may grow faster than linearly with the spectral radius p
as a larger p generally leads to larger ||G||,. We also observe
that larger p may lead to higher model mismatch values e.
Finally, we remark that, in finite-horizon, our formulations are
valid for unstable systems with p > 1. However, it is inherently
challenging to collect trajectories of an unstable system, as
the values to be plugged into the corresponding optimization
problems will become too large to be handled by numerical
solvers. For unstable systems in a data-driven scenario, it is
common to assume knowledge of a pre-stabilizing controller

(5], [6].

VI. CONCLUSIONS

In this paper, we have analyzed how much the model-
mismatch due to noisy data can impact the safety and perfor-
mance of output-feedback control systems with constraints.
By deriving a suitable problem relaxation, we have proven
that, despite the presence of constraints, the suboptimality of
our proposed problem relaxation increases at most linearly for
small model mismatches incurred during system identification.

While the proposed approach can synthesize safe and near-
optimal output-feedback controllers from noisy data, our re-
laxed problem might be infeasible for fairly small error levels.
Feasibility issues may be significantly mitigated by using
soft and chance constraints, or ellipsoidal model mismatch
sets such as those of [40], [51]. Future work also includes
analyzing the suboptimality in a receding-horizon setup using
closed-loop predictions, as well as investigating the advantages
of directly optimizing based on the data trajectories rather than
performing an identification step.
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APPENDIX

A. Willems’ lemma and behavioral theory for
synthesizing safe controllers

We recall the definition of persistency of excitation and the
result known as the Fundamental Lemma for LTI systems [52].

Definition 1: We say that uﬁ)j_l] is persistently exciting
(PE) of order L if the Hankel matrix H, (uﬁ) T—l]) is full
row-rank.
A necessary condition for the matrix H L(uﬁ) T71]) to be full
row-rank is that it has at least as many columns as rows. It
follows that the input trajectory uﬁLTfl] must be long enough
to satisfy 7' > (m + 1)L — 1.

Lemma 4 (Theorem 3.7, [52]): Consider system (1). As-
sume that (A, B) is controllable and that there is no noise.
Let {yﬁ)yT_l],uﬁJyT_l]} be a system trajectqry of length T
that has been recorded during a past experiment. Then, if
uﬁ))Til] is PE of order n + L, the signals yf, ; ,, € RPL
and u[*0 -1 € R™L are trajectories of (1) if and only if there
exists g € RT=L+1 such that

Hr (y%,T—l]) yro,L—l] (38)
HL(u[O,T—l]) Ly

We proceed by showing how Lemma 4 allows one to derive
a data-driven formulation of (17) when the data are not noisy.
We work under the following assumptions that are standard in
the behavioral framework.

Assumption 2: The data-generating LTI system (1) is such
that (A4, B) is controllable and (A, C) is observable.

Assumption 3: The historical input trajectory uﬁ) 7o) is PE
of order n + T;,; + IN, where T},,; > [ and [ is the smallest
integer such that the matrix

[CT (CA)T (CAlq)T]T ’

has full row-rank. Note that if Assumption 2 holds, then ! < n.
Further, we give the following definition.
Definition 2: The available data in D1 are further split as
follows:

i) a recent system trajectory of length  Tj,;:
{ny,Tin,i71]7 u’fO,Tinqul]}’ Wlth y’[rO,Tinifl] = y[_Tinh_l]
and u{O,Tim—l] = W-Tp;,—1]> B

it) a  historical ~system trajectory of length T
h h : h _ 5

{y[o,:hl]’u[o,:hl]}’ with yi 7 ) = Yom, —m47-1)

and Wo 7oy = W, —1, +7—1] for T}, € N such that

T,>Tand T <T.

The historical data are to be used in substitution of the
system model, while the recent data reflect the system initial
state xp € R™ [53]. By exploiting (38), one can derive a
constrained version of the BIOP derived in [25] as follows:

E Xplore. Restrictions apply.
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Proposition 5 (Safe Behavioral IOP): Consider the LTI subject to [gp} G= {[1 OgLT""”XT” }T}
system (1), whose parameters (A, B, C,x() are unknown, and 4 ™ Tmxm(N-1)
let Assumptions 2-3 hold. Further assume that the historical gMr =argmin  —log [p ({5;’9] | gvyf)] (43)
g

and recent trajectories are not affected by noise. Let (G, g)
be any solutions to the linear system of equations

U, OmTinixm u[ro’Ti"ﬁl]
Yp [G g] = Ome,; Xm ny’Tm_l] 5 (39)
Uf [Im Omxm(Nfl)] Omnx1
Up _ h Yy _
where [UJ = HTinﬁN(u[o,T—l]) and {Yf =

HTL-"iJrN(yf(L) T71])‘ Then, the optimization problem (17) is
equivalent to
1
¥; 0 Yyg

Q: 0][@, @, 1

0 Rz q’uy P 0 23) 0
subject to [I —Toep(Y;G)| @ = [I 0],
& {— Toep(YfG)] _ {0}

2
(40)
F

min
&

I I
(%, ]
Voo L'y, j Pyy
+ (Fyj®yy) Yrg < by,
woo (Fy,j ®yu)" vid Byl B Y.J
1
(Fus®u)' ]
Voo u,j T uy
+ (Fu,j®uy) Yrg < by,
ww(EL,j*PW)T (Fu,j®uy) Yrg g
1

Vji=1,...,sN,

P, P, Py, P, with causal sparsities.
The proof of Proposition 5 is analogous to that of Theorem 1
in [25], with the addition of the safety constraints as per
Proposition 1. Since the historical and recent data are not
noisy, Y;yG and Y g yield the true impulse response matrix G
and free response y( and the optimal solution of (40) recovers
the optimal safe controller K* for the real system.

In practice, exact historical and recent data are not available.
As per the noise model in the dynamics (1)-(2), one may
assume that historical and recent trajectories are affected by
additive noise w" (t),w" (), v"(t),v"(¢)'° at all time instants,
with zero expected values and variances X! 37 »h 3¢
respectively. Hence, the matrix on the left-hand-side of (39)
becomes full row-rank almost surely, and any solution to
(39) leads to potentially different estimates of the system free
and impulse responses, which do not necessarily match the
exact ones. This issue is well-known in the behavioral theory
literature, and several mitigation strategies have recently been
proposed [14], [15], [17], [20], [21], [27]. For instance, a
behavioral LS estimator akin to the impulse-response iden-
tification of [5], [26] is given by

(i]p + OmTy; xm ufO,T”,,ifl]
[GLs gLs]=|Yp OpTipixm Yio,rimi—1 |, @D
Uf [Im Omxm(N—l)]T OmnNx1

while the ML estimator [21] is computed as

G =argmin — lo E”:| G,Y)}
ML gG g [P({Yfg | f

10where “w” and “v” denote input and output noise, respectively, and the
apices r and h denote recent data and historical data, respectively.

(42)

i . © 2022 IEEE. Personal use is
Authorized licensed use limited to: ETH EIBLIOTHEK

U, ug
subject to | 2P| g = [OvTinifl]:| ,
H |:Uf:|g [ Om N x1
where the residuals =, = (Y, — Y,,)G and &, = (Y, — Y,)g
denote the fitting deviation from the most recent output
measurements, and p(a|b) indicates the probability of event
a conditioned to b.

B. Proof of Proposition 1

For the first statement, notice that the controller
K achieves the closed-loop responses (12). Now select
(@yy, Pyu, Puy, Puu) as

[@yy @yu] [ (I-GK)™!

(I - GK)"'G
®,, ®.| |KUI-GK)!

(I_KG)—l ’ (44)

and q = ®,,8. Clearly, K = ®,,®, ' and g = ®,,!q, and

by plugging the corresponding expressions, we verify that (13)
and (16) are satisfied. It remains to prove that (14)-(15) are
satisfied. In (10), substitute y and u with their closed-loop
expressions (11). It follows that the addends separately depend
on w or v. Hence, (10) can be rewritten as

max
1Vl oo Sveo

(Fy®,,)v+ max

Wl oo Swoo

(Fy®@yu) wt

+F,Gq+ (F,®,,) CP4(:,0)zg < b, 45)
max (F,®,,)v+ max F,®,.,)w+

V]| o Svoo ( ) [wll o Swoo ( )

+F.q+ (Fy(I)uy) CPA(:v O)IO <b,, (46)

where the max(-) is to be intended row-wise. The expressions
(45)-(46) are already convex in ®, q. To have a more explicit
expression, similar to [10] we utilize the well-known property
that the ||-||; and the ||-|| ., vector norms are dual of each other
[47], that is k[|z]|; = maxj,)_ <= w. The result follows
immediately by inspecting (45)-(46) and letting =7 be equal
to either Fy Py, Fy jPuy, Ly jPyu O Fy Py, and letting
k be equal to either vy, Or Weo.-

For the second statement, it is easy to notice that K is
causal by construction because ®,,, and ®,,, are block lower-

triangular. By selecting the controller K = <I>uy<I>?;y1 one has

(I = G®uy®;)) " = (I — GByuy(I + GByy) ™) !
= (I + G®uy — GBuy)(I + GPuy) 1)~
=1+ GPuy = Pyy,

which shows that ®,, is the closed-loop response from
vio,n—1] + CPA(:,0)x¢ to y[on—1 as per (12). Similar
computations hold for the remaining closed-loop responses.
For the safety constraints, select any ® and q complying with
(14)-(15). It is easy to verify by direct computation that, for
any w and v, the same input and output trajectories defined
at (11) are obtained by letting K = <I>uy<I>;y1 and g = &, !q
in (6), (7), (8). Hence, the safety constraints are satisfied for
any disturbance realization.
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C. Proof of Proposition 3
We first prove that K € K — > € I1, where

(I - GK)"'G
(I-KG)~!

| I-GK)™!

o [K(I ~GK)™! “7

Let us fix (A,d9) € &. By substitution of @ inside the
blocks of ® defined in the proposition statement, one has

(I-(G+AK)' (I-(G+AK)HG+A)
K(I - (G+A)K)™! (I-K(G+A))!
From (11)-(12) the closed-loop trajectories obtained by
applying K to the system G + A are given by

] = [ 2] [ 45+ ®).

uy

Proceeding as in the proof of Proposition 1, one can show that
“(y(K,0),u(K,0)) € I for every 8 € € x W x V is the
same as “(21)-(22)” for every (A, dy) € €. Since (20) and (23)
are verified by construction, the proof is concluded. Further,
for any (A, dy), the cost of (18) achieved by K is identical
to the cost of (19) aghieved by ® as proven in Propositipn 2.
ANq)\(t, we show ® ¢ II — K € K, where K :
<I>uy<I>;yl. Using (20), one can verify that

By, =@y (I -~ AP,,) = (I - (G+AK) ™,

and similarly, that all other equalities in (47) hold by substi-
tuting ® with ® and K with K. Then

Y(I:? 0) _ (I>yy (I)yu v+ ?o + 4o

But “(21)-(22)” for every (A,dp) € &, which hold by
definition, imply that (y(K,8),u(K,8)) € T for every 6 €
E X W x VP (see the proof of Proposition 1). Further, for any
(A, dp), the cost of (19) achieved by & is identical to the cost
of (18) achieved by K as proven in Proposition 2.

D. Proof of Lemma 1

The objective function in Proposition 3 can be written as
the square-root of the sum of the square of the Frobenius
norms of each of its six blocks. For the upper-left block, since

(I)usz <9< 6;1 by assumption, we have

o0

> (Ady)"

k=0

~ ~ 1 ~
||‘I’yy(1 - A‘I’Uy) ||F < ||‘;’yy||F

2

k ~ ~ —1
|, = 18ulr (1-elBuylz)

o0
< [@yyllp Z H€2‘1’uy
k=0

where the convergence of the series follows from A and @uy
having zero-entries diagonal blocks by construction. Similarly,

~ ~ ~ ~ -1
1Buy (I = ABuy) I < 1Buyllr (1 - 2| Buyllz)

~ N ~ ~ -1
10 = BuyA) " Buallp < [Buullp (1 - 2| Buyll)

Next, we have

[Byy(I — ABuy) (G + A)||F
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o0
By, (Z(Aim’“) (G+A)
k=1
e2]|®uyll2(IGll2 + €2)
1 —€2H‘i’uy||2
< 12yullr + 2| Ryyllr(2 + [ Buy 2 Gll2)
- 1 — e2||Puyll2

<@y Gllp+|Pyy All o+

F

<[ ®yullF + 2| PyyllF + | Pyyll 7

I

and therefore, by developing the squares and using that
| ®n6| . <18.l11Gl2 we obtain

1®yy (I — A®uy) (G + A)|F
(1Byul® + 1Byyl3hlez,7, ) )
(1~ e2| Buy||2)? '
Proceeding analogously, one can also prove that
1®yy (I — A®uy) ™ (Go + 80) |7

1 =~ 9 =~ 9 ~
< ——————— (I®u3olF + 1Byl Fhle2,7.50)) .
(1= e2]|Puyl2)?
1By (I~ A®uy) ™" (80 + b0)| - <
1 ( =~  _ 92 ~ 2 ~
(18w ol + [BuylFhle2,,50)) -
(1— 2| Buy2)? -

Therefore, combining the above inequalities we finally con-
clude that

L ,
® ® ®,,y ~ .
(H[aw S @yy{OH + 1Byl (h(e2, 7, G)+
J(G,K) < vy Puw Puyyolllp

1 — eo||Buyll2

1
~ = ~ 2
+h(e2,7.50)) + [Buy|Fhe2. 7. 50))

1 — €| Buyll2

E. Proof of Lemma 2

By using the fact that for x € R™ and y € R™ we
have that ||[mT yT]H1 = ||mT||1 + HyT| ,» the left-hand-
sides of (21)-(22) are each made of three addends. The proof
hinges on upper bounding each one of them for a generic
(A,80) € E. We report the full derivations for the most
informative of them. Exploiting Holder’s inequality and the

relation HI — A:I\'uy ’ < ﬁ, which can be derived by

proceeding as in the proof of Lemma 1, we have

*

Voo HFyJ;I;yy(I - A‘iuy)_l

1

—~ *

Voo HFyJ"I’yy L

Fy:j‘l’yy

(I-a8,)7| <

*
Voo ‘
1 00 1— €0t

~

which is equal to ij((f’). Next, recalling </I\'yu = 'I’yy(A},

*

Fy j®yy(I = A®uy) " (G + 4)||

o]

max  |Fy j®yy Aw|+
wlloo <woo

~ *
< woo ||y Byu | +

+  max |F, By Aduy(l — A®yy) (G + A)w|
1wl oo Swoo

~ *
< Weo HFy7j§yu 1 +

* ~
| T Wookoo HFy-j‘i’yy
+ wooeos [ BB [|Bun (T = ABu) (G + A

*
1 00

ublications/rghts/indt_ex.html for more information.
E Xplore. Restrictions apply.



This article has been accepted for publication in IEEE Transactions on Automatic Control. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/TAC.2022.3180692

15
HGH + €00 UooHij(I) H 1’°°E°°HFqu>yy|| H uy”
< Woo HFy Jq)yu '{'wooﬁoo HFy,Jq)yy 147 T—eur vyl 1- EOOH(I’W/ oo
o - 1— €ooT
o _ef1+7||€] _M:¢lj(¢c)_
= wso |[Fys®yu | + weceos | By s e 1-20 :
N Similarly, it is easy to show that fy J( ) < ¢4,;(®°). Next,
= f2,5(®). recalling (34) and observing that

Lastly, remembering that @uu =1+ ‘i’uyé and noticing that
(I — BuyA) "By = Buy + Buy A — BuyA) "By,
we have
Woo HFW»(I - @uyA)‘lciuuH:

*

< Weo HFuJ‘I)uu 1

*

HFu,j‘I)uy ~ ~
+useso— i (6] [@u] | +1)
e L
oo
R . *1+T‘GH
Swoo“Fu’j(I)uu1+woo uJ 1 1—e€ TOO
- oo

= f5,5(®).

Similar computations allows one to derive the upper bounds
for the remaining terms.

F. Proof of Lemma 3

First, it is easy to verify that & satisfies the constraints
in (30); indeed, ® comprises the closed-loop responses when
we apply K¢ to the estimated plant G. Next, we have

o, - Josac+ ast,
[ @5yl |25y |l
< <V2 2
1_62”‘I>uy||2 1_62H uy”z
H‘I’Zsz Ui ~
<V2Z——=5 - =\2—— =7,
SV alenl, ~Vat-w

Since a € [\/562(1777777),6271) andn < L, then 7y < a < el

Hence 7 is feasible. Similarly,

|| = s+ ame,)
AN N
RN 2 Rl T T3 N (e

Since ¢ < %, then 7 < ¢3! and hence it is a feasible

value for 7. It remains to show that ® satisfies the safety
constraints (26)-(27). We know that ®¢ is feasible for (31),
and hence ¢1;(®°) + ¢2,;(®°) + ¢3,;(®°) < by, and
G4, () +5,;(PC)+¢s,;(P°) < by, ;. We conclude the proof
by showing that f”('ii)) < ¢;;(®°) for every i = 1,...,6.
We report the full derivations for the most informative terms.

*
vue || By (2, - @585, (1+ A®g,) ™) H1

fr.5(®) = I
oo
voo oo || Fy, 5 5y ||} | @5y Il
Voo || Fy i @5, |7 + (Y
<
- 1— €T
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:I;yu =y, — Py A -0y AP (1 + A(I)Zy)_la’
B, =d — B AP ([+A8) ",
we have
fo,i(®)
*
< wic ||Fy @5, (1 + A®G,) TG - A)|| 4
. 1+F‘(§H
C
+ wooa || Fy, s @5y (1 + ARE,) ™ T
<w HF 3 H*+w € ”F <I>p H H(I, yHOOHGH
= Wool|My,j Fyu || {FWooCoo|| Ty, j 1_6 Hq; y”
e e (7E]L
HF P y”l 1—€coT
+ Woo€oo 1— e H‘I’ yH SwOOHFTJ J‘I’Zu‘h
~ ¢||G
+ woo || Fy @5y 1| e + HGH°<>+ i Hl‘HCOO
w .
BBl =TT T

1-0 (=l

= WOOHFy Jq’;uH + QwOOHFy Ji’yyul

1-2C
ol el efel)
< e oy @ | 420000 By 85 [} g

< 2, (®°).

Similarly, f3 ;(® ) < ¢3,;(®°) and fGJ( < g, ). By
only noticing that [|®¢, | < 1+ H'I' yH HGH7 +€oo>
and that (1 + ¢)(1 —2¢) < 1 — ¢ for every ¢ > 0, analogous

computations lead to fs j(®) < ¢s ;(B°).

G. Proof of Theorem 2

By denoting as o+ the closed-loop responses obtained by
applying K* to G, we have by Lemma 1 and by v < «

1
J(G, K* D
( ) < e
\/1 + h 627 a, G) + h(EQ,Ot yo)‘I’;y ‘?ZU (/I\’*y§0
1+ h(es, e yo)q) L300 (I’uyyo

where v* is optimal for (30). By Lemma 3, under the assump-
tions on 7, ¢, « we have that (7,7, ®) belongs to the feasible
set of (30). Hence, by suboptimality of any feasible solution:

1
1— ey

J(G,K*) < x
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X \/1 +h(€2,Oé7 é) +h(€27~a7§0)$yy %yu %yyyo . +E§(2+5H¢1*1,y”2 ||y0||2)2
T hlez, @, 50) %, Bui BuFolly 200 lyolly 245 @5, Ivol)] +O)

Using the definition of @ from Lemma 3, we now relate =0 (52 (14| ®Wll,) O+ IG], + ||y0\|2)2) ,

C— \/1 +hez; o, G) + hleg, @, 50) By Pyu PyyYo _ and, similarly, V* = O (62 (1 + H@;Ab) (1+ ||YOH2)2)-
1+ h(€27 «, §O)q)uy P,y ¢'uy?O_ P
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to the optimal cost of problem (31). Recalling the expressions
of M¢ and V¢, and similarly to Lemma 3,

5:(’

~ ~ 2 ~
+(h(€27 62} G)+h(627 «, §0))H¢yyHIj_h(€2’ «, ?0) Héuy

2

@ ?yu ‘I’ny’\o

(I)uy @uu (I)uy§0

M

)

\/J(G, Ke)2 + M¢ H<I>§y H; + Ve "@%y}’? learning and optimal control for distributed decision making and safety

< critical applications.

1-e|®g, [,
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N (1= e27)?(1 — 2 || @y [|,)?
Next, notice that, by definition, we have J(G,K¢)? =
(S(€xo) + 1)J(G,K*)2. Recalling that ||{>ﬁy||2 < H@ZyHQ
and ||<I>;y||2 < ||!I>;yH2, observing that < % implies
1 — (14 +/2)n < 2, and further noticing that if M,V > 0,
then Ma? + Vb? < (M + V)(a? + b%), we can establish:

J(G,K*)? - J(G,K*)? 1 y
J(G, K*)? T\ (1= ez || PGy ]|,)2(1 — e27)?

ME |5, |7 + V| @5y |5
J(G,K*)2
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Using a < 5||<I>Zy|}2, n < i ‘GHQ < |G|y + €2 and
I¥0lly < llyolls + €2, we deduce that

M < 2[B2+5]|@hy |, I1Gl2)% 262 |Glly (245 | @3y [, G ll2)
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